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In digital communications, either fixed, chaotic or random, analog waveforms
of finite duration are used to carry the information. To optimize a waveform

1



2 Chaotic Signals in Digital Communications

communications system or determine its noise performance in analytic form,
mathematical models of modulation and detection have to be developed.

This chapter extends the conventional waveform communications con-
cept to chaotic communications. A common property of chaotic modulation
schemes, namely, the estimation problem that, if not prevented, corrupts the
noise performance of chaotic communications systems is discussed. Then, in-
troducing the Fourier analyzer concept, a received signal space is defined in
which every received signal either deterministic, chaotic or random can be
represented. Finally a step-by-step approach is given for the derivation of dif-
ferent detection algorithms. As examples, the derivation of coherent, averaged
optimum noncoherent and autocorrelation detection algorithms and detector
configurations are shown.

To show the feasibility of chaotic communications, an FM-DCSK data com-
munications systems operating in the 2.4-GHz ISM band is implemented. The
FM-DCSK transceiver is implemented in software and a universal hardware
device is used to convert the signals between the RF domain and baseband.

5.1 Introduction

The radio channel transmitting the information bearing signal from the trans-
mitter to the receiver is analog, consequently, the digital information to be
transmitted has to be mapped into analog waveforms of finite duration. This
approach is referred to as waveform communications and the modulation is
the process that maps the digital information into analog waveform referred
to as carrier.

Chaotic signals are wideband signals that can be generated by simple cir-
cuits in any frequency band and at arbitrary power level. If the digital in-
formation to be transmitted is mapped directly into an inherently wideband
chaotic carrier then a digital chaotic communications system, considered in
this chapter, is implemented. The potential application areas of chaotic com-
munications are those where the inherently wideband characteristic of chaotic
carriers is exploited.

There are two emerging applications where wideband signals have to be
sent via the radio channel:

• indoor radio communications,
where the radio coverage is limited by the multipath propagation and

• frequency reuse,
where the radio communications is implemented in a frequency band al-
ready occupied by conventional narrowband radio links. The interference
caused by the new, referred to as Ultra-WideBand (UWB) radio system,
is limited by keeping the Power Spectral Density (psd) of transmitted
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UWB signal below a threshold specified by the Federal Communications
Commission (FCC) in the USA [6].

The digital information to be transmitted is mapped into sinusoidal wave-
forms in conventional digital communications. The required bandwidth is de-
termined by the data rate and modulation scheme, the main design goal is to
minimize the bandwidth required. In this sense the conventional telecommu-
nications systems are narrowband. When the bandwidth of transmitted signal
has to be increased then an additional signal, such as a pseudo-noise sequence,
is used to get a Spread Spectrum (SS) system [8].

An alternative solution is the Impulse Radio (IR) approach where the
digital information to be transmitted is mapped into Radio Frequency (RF)
impulses [22]. The RF impulse used as carrier in UWB IR has an extremely
short duration, consequently, the modulated UWB signal is an ultra-wideband
signal with a very low psd in the frequency domain.

The last solution used in conventional communications is the Orthogonal
Frequency-Division Multiplexing (OFDM) [23], where (i) a large number of
subchannels are used, (ii) the data stream is split into parallel data substreams
and (iii) each substream is sent via an independent dedicated subchannel.

Let the solutions outlined above be referred to as conventional or non-
chaotic approaches. Note, the common property of non-chaotic solutions is
that fixed deterministic waveforms are used as carries. Consequently, if the
same symbol is transmitted repeatedly then the same waveform is radiated.

In chaotic communications the digital information to be transmitted is
mapped into a continuously varying chaotic carrier. In contrast to the con-
ventional waveform communications, the transmitted waveforms are continu-
ously varying, even if the same symbol is transmitted repeatedly. The most
significant properties of chaotic communications are as follows:

• chaotic carriers have no amplitude, frequency or phase, consequently,
brand new modulation schemes had to be elaborated;

• transmitted waveforms are continuously varying even if the same symbol
is transmitted repeatedly, consequently, the estimation problem appears;

• robust solution to synchronization of chaotic signals have not yet been
found, consequently, the chaotic carrier cannot be recovered from the
received noisy waveform. Hence, only non-coherent detection schemes
are feasible.

Because of the special properties listed above, the well established the-
ory of conventional digital telecommunications cannot be applied directly to
chaotic communications. Starting from the well known conventional theory
and keeping its terminology and notation, this chapter extends the theory of
conventional waveform communications to the chaotic carriers. The results
derived can be applied to any kind of waveform communications systems.

Section 5.2 extends the theory of communications with fixed waveforms
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to the chaotic carriers by introducing the chaotic basis functions. It shows
that in chaotic communications the basis functions are orthonormal only in
mean. An undesirable consequence of this property is the estimation problem
that corrupts the noise performance. A solution to the estimation problem is
provided.

To derive the detector algorithms in analytical form a signal model has
to be defined in which every transmitted waveform carrying a symbol defines
a subspace. Two common basic properties possessed by each detector are
exploited to construct the signal model, namely, (i) every detector observes
the received signal corrupted by noise and interference in the radio channel
only in the signalling time period and (ii) the bandwidth of observed signal is
limited by a bandpass channel selection filter. Based on the outcome of this
observation the detector makes an estimation for the transmitted symbol.

Section 5.3 introduces the Fourier analyzer concept where a finite-
dimensional Hilbert space is defined. Its dimension is determined by the de-
tector parameters, namely, by the product of observation time period and
channel bandwidth. Any kind of received signal, either deterministic, chaotic
or random, can be fully represented in this finite-dimensional Hilbert space,
referred to as received signal space, without any distortion.

Each element of symbol set is fully characterized by its Fourier coefficients
in the received signal space. Section 5.4 starts from this a priori information
and gives an analytical method for the derivation of detection algorithms and,
from them, the detector configurations.

Recall, chaotic carriers have no amplitude, frequency or phase, con-
sequently the integrated circuits developed to build conventional radio
transceivers cannot be used to implement chaotic communications systems,
instead, a new approach is required. In Software Defined Electronics (SDE)
[15], every RF bandpass signal processing algorithm is implemented in the
BaseBand (BB) and a universal hardware device referred to as USRP unit is
used to extract the BB information at the receiver or to reconstruct the RF
bandpass signal from the BB waveform at the transmitter.

Section 5.5 uses the SDE approach to implement an FM-DCSK system
in baseband. Implemented and the relevant signals are measured. The imple-
mented 2.4-GHz FM-DCSK radio link demonstrates the feasibility of chaotic
communications systems.

5.2 Generalization of Waveform Communications

Since only analog waveforms can be transmitted over a physical telecommu-
nications channel and the data rate is determined by the system specification,
the modulator of a digital telecommunications system maps the symbols to
be transmitted into analog waveforms of finite duration. Note, the waveform
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communications approach used here has nothing in common with the analog
modulation techniques, here distinct waveforms, the elements of a signal set ,
are assigned to carry the different symbols.

To simplify the mathematical treatment of signal set let its elements be
expressed as a weighted linear combination of N basis functions [8]. Consider
a digital modulator where M symbols are transmitted. Each symbol m is
mapped into a signal vector sm = [smn] and the transmitted waveforms, i.e.,
the elements of signal set are defined by

sm(t) =

N
∑

n=1

smngn(t),







0 ≤ t < T
m = 1, 2, . . . ,M
n = 1, 2, . . . , N

(5.1)

where gn(t), n = 1, 2, . . . , N are the real-valued basis functions and N ≤ M .

Each symbol is characterized by a distinct signal vector sm = [smn], m =
1, 2, . . . ,M and, according to (5.1), by a distinct waveform. The signalling
time period T , i.e., the duration of basis functions, is determined by the data
rate. To avoid InterSymbol Interference (ISI), the value of basis functions is
zero outside the signalling time interval.

During the design of a digital modulation scheme, either the elements
sm(t) of signal set or the basis functions gn(t) can be chosen first. In the
former approach, the basis functions are derived by the Gram-Schmidt or-
thogonalization procedure [8].

If fixed carriers are used then the basis functions are orthonormal

∫ T

0

gi(t)gn(t)dt =

{

1, if i = n
0, otherwise

(5.2)

which means that each basis function carries unit energy and each pair of
distinct basis functions are orthogonal to each other in the signalling time
period [0, T ]. Recall, the gn(t) = 0 outside the signalling time period.

Signal vector sm and basis functions gn(t) are a priori known at the re-
ceiver. This knowledge is exploited to suppress channel noise and interference
at the detector. The coherent and noncoherent receivers exploit fully and
partly, respectively, the a priori information available. The more amount of a
priori information is exploited, the better the system performance.

The type of basis functions gives an upper bound on the a priori in-
formation. Based on the type of basis functions, three classes of waveform
communications systems are distinguished, namely, communications with

• fixed waveforms, the conventional approach [8, 21];

• chaotic waveforms, considered here [7];

• random waveforms [3].
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5.2.1 Types of basis functions

In fixed waveform communications , the basis functions are fixed. Conse-
quently, every time when the same symbol is sent then the same waveform
is transmitted. The basis functions and the elements of signal set are exactly
known. In the built receivers the basis functions are recovered from the re-
ceived signal (see the correlator receiver including a carrier recovery circuit)
or stored at the receiver (see the matched filter approach) [21].

Note, the type of generator used to produce the fixed basis functions is
irrelevant. The only important issue is that the basis functions are fixed wave-
forms. Even a windowed part of chaotic signal may be used as basis function
in fixed waveform communications if it is stored in a memory.

In varying waveform communications (see chaotic communications as an
example) each basis function is the actual output of a chaotic signal generator.
Recall, chaotic signals are predictable only in short run because the chaotic
systems have an extremely high sensitivity to the initial conditions and to the
parameters of chaotic attractor [19]. The shapes of chaotic basis functions are
continuously varying and different waveforms are radiated even if the same
symbol is transmitted repeatedly.

Consider a chaotic waveform communications systems where the basis
functions are chaotic sample functions of finite duration. An important feature
of chaotic communications is that the transmitted signal is never periodic. On
the other hand, the energy carried by chaotic sample functions is not constant
and the cross-correlation of two chaotic sample functions differs from zero.
Even more, the energy and cross-correlation vary from sample function to
sample function. This property referred to as estimation problem is discussed
in the next subsection. If unsolved, the estimation problem corrupts the noise
performance of every varying waveform communications system.

In the remaining part of this chapter, the continuously varying property
of chaotic basis functions is reflected by the upper index q

gqn(t), q = 1, 2, . . . (5.3)

where q identifies the basis function transmitting the qth element of a symbol
stream.

5.2.2 Estimation problem

At the receiver, the detector observes the received signal in the signalling time
period, also referred to as symbol duration, T and produces the observation
variable. Due to the channel imperfections (noise, multipath propagation, in-
terference, etc.) the observation variable is a random variable characterized
by its probability density function. Considering the Bit Error Rate (BER)
performance, the most important parameters are the mean and the standard
deviation of this distribution. The higher the variance of observation variable,
the worse the BER [8]. Any effect that increases the variance of observation
variable corrupts the BER performance.
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Chaotic signals are not deterministic signals, consequently, they can be
characterized only by their statistical parameters. To get these statistical pa-
rameters, the stochastic signal model has to be adopted to the chaotic wave-
forms.

The chaotic stochastic signal model has been elaborated in [10] where the
ensemble of sample functions is defined as the output of a chaotic attractor
starting from each possible initial condition.

Although chaotic waveforms with infinite duration and generated by dif-
ferent attractors1 or by the same attractor but started from different initial
conditions are uncorrelated and their corresponding average powers are con-
stant, the chaotic basis functions of finite duration are orthonormal only in
mean

E

[

∫ T

0

gqi (t)g
q
n(t)dt

]

=

{

1, if i = n
0, otherwise

(5.4)

where E[·] denotes the expectation operator.
The integral

∫ T

0

gqi (t)g
q
n(t)dt (5.5)

gives estimates of auto- (i = n) and cross- (i 6= n) correlations of basis func-
tions [4]. These estimates calculated from the sample functions of finite dura-
tion are random variables. Their variance increases the variance of observation
variable and, consequently, corrupts the BER performance. To get the best
BER performance, the variances of auto- and cross-correlation estimation have
to be kept zero.

For i = n, (5.5) estimates the energy of ith basis function. Equation (5.5)
shows that if the chaotic signals are directly used as basis functions then the
energy used to transmit one symbol is not constant but varies from symbol to
symbol. This property is called autocorrelation estimation problem. The mean

and standard deviation of estimation of
∫ T

0
[gqn(t)]

2dt versus the estimation
time, i.e., the symbol duration, are plotted in Fig. 5.1(a), where the chaotic
basis function was generated by a third-order analog phase locked loop (APLL)
[17].

The effect of cross-correlation estimation problem is shown in Fig. 5.1(b),
where the basis functions were generated by the same chaotic APLL but
started from different initial conditions. Due to the cross-correlation estima-
tion problem an interference among the different basis functions that corrupts
the BER performance appears.

The standard deviations of both estimates are inversely proportional to
the product of estimation time and the equivalent statistical bandwidth of
chaotic basis functions [10]. The former and latter are equal to the symbol
duration and RF bandwidth of chaotic basis functions, respectively.

1In this respect, attractors described by the same mathematical model but having dif-
ferent parameters are considered as different attractors.
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FIGURE 5.1

The mean and standard deviation of estimation versus the estimation time:
(a) Autocorrelation and (b) cross-correlation estimation problems.

The estimation problem is present in every modulation scheme where the
basis functions are orthonormal only in mean. It appears in both the chaotic
and random modulation techniques. To solve the estimation problem there is
no need to fix the shape of basis function, it is enough to satisfy the condition
(5.2) of orthonormality for each sample of basis functions.

5.2.3 Chaotic modulation schemes

Digital modulation using chaotic basis functions and coherent receiver was
first introduced in 1992 [20] and referred to as Chaos Shift Keying (CSK) [5].
A coherent receiver needs a carrier recovery circuit being robust against the
channel imperfections such as noise, interference, multipath propagation, etc.
A lot of research effort has been done to develop a synchronization technique
for chaotic carrier recovery but these efforts failed. Chaotic synchronization is
not feasible because of its high sensitivity to channel imperfections.

The first robust noncoherent modulation technique referred to as Differ-
ential Chaos Shift Keying (DCSK) [18] was introduced in 1996, and later
optimized as Frequency-Modulated DCSK (FM-DCSK) [14].

5.2.3.1 Antipodal binary CSK: Modulation with one basis function

Let Eb denote the energy used to transmit one bit information. In antipodal
Binary CSK (BCSK), (i) only one chaotic basis function gq

1
(t) is used, and (ii)

bits “1” and “0” are represented by s11 =
√
Eb and s21 = −

√
Eb, respectively.

According to (5.1), the modulated waveforms, i.e., the elements of signal set,
are

sqm(t) = ±
√

Eb g
q
1
(t), m = 1, 2. (5.6)
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To show the effect of estimation problem, the noise performance of a BCSK
system implemented with varying and constant Eb has been evaluated [12].
Because only one chaotic sample function is used in BCSK, only the autocor-
relation estimation problem is present. Figure 5.2 shows the manifestation of
estimation problem, dash-dotted and solid curves give the noise performances
versus the energy per bit-to-noise spectral density ratio Eb/N0 for the cases
when the energy of basis function is varying or is kept constant, respectively.
As expected, the estimation problem increases the variance of observation
variable and, consequently, corrupts the noise performance.
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FIGURE 5.2

The noise performance of BCSK for varying (dash-dotted curve) and constant
(solid curve) Eb.

5.2.3.2 FM-DCSK: Modulation with two basis function

In binary FM-DCSK, the two elements of signal set representing bits “1” and
“0,” respectively, are defined by

sq
1
(t) =

√

Eb g
q
1
(t) and sq

2
(t) =

√

Eb g
q
2
(t) (5.7)

where the two basis functions gq
1
(t) and gq

2
(t) are constructed from a frequency-

modulated chaotic waveform cq(t) and the first two Walsh functions [13]

gq
1
(t) =

{

cq(t), 0 ≤ t < T/2
cq(t− T/2), T/2 ≤ t < T,

gq
2
(t) =

{

cq(t), 0 ≤ t < T/2
−cq(t− T/2), T/2 ≤ t < T .

(5.8)
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Equations (5.7) and (5.8) show that FM-DCSK maps every bit to be trans-
mitted into two consecutive waveforms of duration T/2. The first one serves
as a reference while the second one carries the information. For bit “1,” the in-
formation bearing waveform is identical to the reference one while for bit “0,”
it is an inverted copy of the reference waveform. Note, FM-DCSK belongs
to the class of transmitted reference systems. FM-DCSK is a noncoherent
modulation scheme that can be demodulated without carrier recovery.

To avoid the autocorrelation estimation problem, the frequency-modulated
chaotic waveform cq(t) in (5.8) is generated by an FM modulator. The chaotic
signal is fed into the FM modulator input, cq(t) appears at the modulator
output, and the bandwidth of cq(t) is set by the parameters of chaotic at-
tractors and FM modulator [9]. Value of cq(t) is zero outside the time interval
[0, T/2]. Note, the frequency-modulated chaotic waveform cq(t) is continuously
varying, but because of the FM modulator, it is a constant envelope signal.

Consequently, its energy is constant and
∫ T/2

0
[cq(t)]2dt = 1/2.

In FM-DCSK both the autocorrelation and cross-correlation estimation
problems are avoided. The constant energy and orthogonality of basis func-
tions are assured by FM and the first two Walsh functions, respectively. The
FM-DCSK basis functions are always orthonormal regardless of the shape of
continuously varying chaotic signals.

5.3 Signal Model for Detection

In digital communications, the elements of signal set carrying the symbols
pass through a telecommunications channel in which they are corrupted by
noise and interference, and may suffer from distortion and multipath effect.
Observing the corrupted and distorted received analog waveform in the time
interval of symbol duration, the detector must decide which symbol has been
most likely transmitted.

According to (5.1), the elements of signal set are constructed from the basis
functions and signal vector. This a priori information is exploited to perform
the detection and suppress channel noise and interference at the receiver.

This section defines a finite-dimensional discrete Hilbert space referred
to as received signal space in which each signal passing through the channel
selection filter, either deterministic or random, is represented by their Fourier
coefficients. The a priori information available is also quantified by the Fourier
coefficients. These coefficients will be used in Sec. 5.4 to derive the different
detection algorithms.
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5.3.1 General block diagram of a receiver

Consider an Additive White Gaussian Noise (AWGN) channel [8] and let N0

denote the psd of channel noise. Symbol m is transmitted by sending the
analog waveform sqm(t) to the receiver via the analog radio channel where it
is corrupted by Gaussian white noise or channel interference n(t) as shown
in Fig. 5.3. The received signal rqm(t) = sqm(t) + n(t) is bandlimited by the
bandpass channel (selection) filter having an RF bandwidth of 2B. The noisy
filtered signal s̃qm(t)+ ñ(t) is observed by the detector in the symbol duration
T to generate the observation variable zm, a random quantity.

Observation

Channel (selection)

filter

Detector

on the elements of signal set2B

variable

zm

A priori information

Noisy received

signal

Noisy filtered signal

rqm(t) = sqm(t) + n(t)

r̃qm(t) = s̃qm(t) + ñ(t)

T

FIGURE 5.3

General block diagram of a digital waveform communications receiver.

The (i) decision time instants, (ii) bit duration T and (iii) RF bandwidth
2B of transmitted signal sqm(t) are always known at the receiver.

5.3.2 Fourier analyzer concept

Consider the noise-free case first and assume that the channel filter passes the
transmitted signal without any distortion, i.e., r̃qm(t) = s̃qm(t) = sqm(t). To get
a discrete Hilbert space in the frequency domain, a periodic signal has to be
constructed in the time domain from the received signal.

Because the detector observes the received signal only in the time interval
[0, T ), sqm(t) can be substituted by a periodic signal

sqT,m(t) =

{

sqm(t), for 0 ≤ t < T
sqm(t− CT ), otherwise

(5.9)

where C is an arbitrary nonzero integer. The introduction of the periodic
signal in (5.9) does not cause any distortion since the two signals, the received
one and its periodic equivalent, coincide each other in the observation time
period, i.e., the symbol duration.

In the Fourier analyzer concept [16], the received signal space is a Hilbert
space spanned by the harmonically related sinusoidal basis functions

cos

(

k
2π

T
t

)

and sin

(

k
2π

T
t

)
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where the frequencies k/T, k = 1, 2, · · · of this Fourier base are determined
by the observation time period.

The detector projects the filtered received waveform r̃ q
m(t) = sqm(t) in

0 ≤ t < T into the Hilbert space and returns its Fourier coefficients

aqmk =
2

T

∫ T

0

sqm(t) cos

(

k
2π

T
t

)

dt,

bqmk =
2

T

∫ T

0

sqm(t) sin

(

k
2π

T
t

)

dt .

(5.10)

When the channel noise and interference are also considered in the receiver
model depicted in Fig. 5.3 then the detector observes r̃ q

m(t) = s̃ q
m(t) + ñ(t)

and (5.10) gives only estimates , denoted by hats, of the Fourier coefficients

âqmk =
2

T

∫ T

0

r̃ q
m(t) cos

(

k
2π

T
t

)

dt,

b̂qmk =
2

T

∫ T

0

r̃ q
m(t) sin

(

k
2π

T
t

)

dt .

(5.11)

If the Signal-to-Noise Ratio (SNR) is high enough then we obtain

r̃ q
T,m(t) =

K2
∑

k=K1

[

âqmk cos

(

k
2π

T
t

)

+ b̂qmk sin

(

k
2π

T
t

)]

≈ sqT,m(t) (5.12)

where, as will be shown below, the constants K1 and K2 are determined by
the parameters of channel filter.

The periodicity introduced in (5.9) gives a discrete received signal space.
Now the dimension of this space has to be found.

The channel filter, an ideal bandpass filter, limits the bandwidth of the
signal observed by the detector in 2B. Figure 5.4 shows the location of Fourier
series coefficients of r̃ q

T,m(t) by arrows in the frequency domain. The channel
filter suppresses each spectral component lying outside the frequency range

(2K1 − 1)/2T ≤ f ≤ (2K2 + 1)/2T

where K1 and K2 are determined by the center frequency f0 and bandwidth
2B of channel filter

K1 =
2(f0 −B)T + 1

2
and K2 =

2(f0 +B)T − 1

2
. (5.13)

By definition, the signal dimension gives the number of harmonically re-
lated sinusoidal basis functions along which the receiver collects information
on the received signal

SD = 2(K2 −K1 + 1) = 4BT . (5.14)
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Fourier coefficients
Location of � � �K1T K2TK1+1T0 f2B1T

FIGURE 5.4

Location of Fourier series coefficients of r̃ q
T,m(t) in the frequency domain.

In other words, the signal dimension SD gives the dimension of Hilbert space
spanned by the Fourier base which is required to represent any signal appear-
ing at the detector input in the observation time interval . Note, the dimension
of received signal space does not depend on the center frequency of telecommu-
nications channel, it is given by the always known receiver parameters, namely,
by the product of observation time period T and receiver bandwidth 2B.

5.3.3 Quantifying “a priori” information

After channel filtering, the detector projects the received waveform into the
received signal space and returns its Fourier coefficients. These Fourier coef-
ficients are compared against the a priori information to get the observation
variable.

To make the comparison possible, the a priori information also has to be
expressed in the form of Fourier coefficients. They are obtained by projecting
the basis functions gqn(t), n = 1, 2, · · · , N into the received signal space

αq
nk =

2

T

∫ T

0

gqn(t) cos

(

k
2π

T
t

)

dt

βq
nk =

2

T

∫ T

0

gqn(t) sin

(

k
2π

T
t

)

dt

(5.15)

These Fourier coefficients quantify the a priori information.

5.4 Derivation of Detection Algorithms

The Fourier coefficients (5.11) of received signal are determined and compared
against those (5.15) of the a priori known basis functions. The tool of com-
parison is the inner product. The result, referred to as observation variable,
is used to perform the decision.
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This section focuses on the derivation of detection algorithms, conse-
quently, only the transmission of a single isolated symbol is considered. Inter-
ference has to be prevented by forming a Nyquist channel as done in conven-
tional telecommunications systems [8].

The type of detector depends on the extent to which the a priori infor-
mation carried by αq

nk and βq
nk in (5.15) is exploited during the derivation of

detection algorithm. As the most important examples, three detection algo-
rithms are derived here

• coherent detection, where all a priori information carried by αnk and
βnk are exploited;

• optimum noncoherent detection, where only the harmonic amplitudes

γq
nk =

√

(αq
nk)

2
+ (βq

nk)
2
of basis functions are considered;

• autocorrelation detection, where only the separation of spectra of signals
carrying bits “1” and “0” are exploited. Here the minimum amount of
a priori information is exploited, consequently, this approach gives the
worse BER performance.

5.4.1 Coherent detection algorithm

Coherent detector fully exploits the a priori information available, conse-
quently, it offers the best BER performance.

Consider an antipodal BCSK modulation where the elements of signal set
are given by (5.6). The detector projects the noisy filtered received waveform
r̃qm(t) into the received signal space and returns a vector of estimates of its
Fourier coefficients

(r̂m
q)

′

=
(

âqmK1
b̂qmK1

· · · âqmk b̂qmk · · · âqmK2
b̂qmK2

)

(5.16)

where âqm,k and b̂qm,k are given by (5.11), K1 ≤ k ≤ K2 are obtained from
(5.13) and the prime character ′ denotes the transpose of a vector.

From (5.15), a vector of Fourier coefficients of a priori information is ob-
tained as

(g1
q)′ =

(

αq
1K1

βq
1K1

· · · αq
1k βq

1k · · · αq
1K2

βq
1K2

)

. (5.17)

The signal space is a Hilbert space, consequently, the closeness of the two
Fourier coefficient vectors defined by (5.16) and (5.17) is expressed by their
inner product as

C q

r̂mg
1

= (r̂m
q)′ · g1q =

K2
∑

k=K1

(

âqmk α
q
1k + b̂qmk β

q
1k

)

(5.18)

The observation variable is obtained from the inner product. Substituting
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(5.11) into (5.18) and exchanging the order of the sum and integration, the
observation variable is obtained as

zqm1
=

T

2
C q

r̂mg1

=

∫ T

0

r̃qm(t)

K2
∑

k=K1

[

αq
1k cos

(

k
2π

T
t

)

+ βq
1k sin

(

k
2π

T
t

)]

dt

Recognizing that the sum on the RHS is the Fourier series representation of
the basis function g1(t) in the observation time period, the detection algorithm
for the coherent receiver is obtained as

zqm1
=

∫ T

0

r̃qm(t)gq
1
(t)dt (5.19)

The block diagram of coherent detector constructed from (5.19) is depicted
in Fig. 5.5. The decision circuit is a comparator with zero threshold and it
generates the estimate b̂m of transmitted bit.

∫ T

0
· dt

gq
1
(t)

b̂mzqmr̃ q
m(t)

FIGURE 5.5

Block diagram of a coherent detector.

Fixed waveforms are used in conventional communications, consequently,
in that case q has to be suppressed in (5.19) and in Fig. 5.5. The basis function
and decision time instants are recovered from the received signal by the carrier
and clock recovery circuits, respectively. Note, the block diagram depicted in
Fig. 5.5 is identical with the coherent correlation receiver known from the
literature [8].

Coherent chaos based communications systems are not feasible because a
robust solution to the recovery of a chaotic basis function from the received
signal has not yet been found.

5.4.2 Averaged optimum noncoherent detection algorithm

To get the averaged optimum noncoherent detector, the harmonic form of
Fourier series representation has to be used in (5.12)

r̃ q
T,m(t) =

K2
∑

k=K1

Aq
k cos

(

k
2π

T
t− θ q

k

)
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where each harmonic Fourier series component is defined by its harmonic
amplitude and phase angle

Âq
mk =

√

(âqmk)
2
+
(

b̂qmk

)2

and θ̂ q
mk = tan−1

(

b̂qmk/â
q
mk

)

, (5.20)

respectively. In the optimum noncoherent approach, the phase information is
neglected and only the harmonic amplitudes are used to derive the detection
algorithm.

Assume that the recovery of chaotic basis functions is not feasible, con-
sequently, a noncoherent detection algorithm has to be developed. Because
the basis functions are continuously varying, only the averages of harmonic
amplitudes of basis functions are available

γ q
nk = E [γ q

nk] = E

[

√

(αq
nk)

2 + (βq
nk)

2

]

(5.21)

where E[·] denotes averaging over q and the averaged harmonic amplitudes

γ q
nk can be determined from the spectrum of chaotic basis function gn(t) [9].
Both the neglected phase information and averaging reduce the amount of

exploited a priori information, consequently, the noise performance of aver-
aged optimum noncoherent detector will be worse than that of the coherent
one.

Projecting the received filtered waveform r̃qm(t) into the received signal
space, a vector of estimates of its harmonic amplitudes (5.20) is obtained as

(r̂m
q)′ =

(

Âq
mK1

· · · Âq
mk · · · Âq

mK2

)

. (5.22)

The exploited a priori information is expressed by a vector of averaged har-
monic amplitudes (5.21) of basis functions

(gn
q)

′

=
(

γq
nK1

· · · γq
nk · · · γq

nK2

)

. (5.23)

The observation variable is the weighted inner product of (5.22) and (5.23)

zqmn =
T

2
C q

r̂mgn
= (r̂m

q)
′ · gnq =

T

2

K2
∑

k=K1

Âq
mk γ

q
nk (5.24)

Substituting (5.11) into (5.20), then substituting (5.20) and (5.21) into
(5.24), the observation variable is obtained as

zqmn =

K2
∑

k=K1

γq
nk

×

√

√

√

√

[

∫ T

0

r̃qm(t) cos

(

k
2π

T
t

)

dt

]2

+

[

∫ T

0

r̃qm(t) sin

(

k
2π

T
t

)

dt

]2
(5.25)
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Recall, the exploited a priori information is represented by γq
nk, i.e., by the

averages of harmonic amplitudes of chaotic basis functions.
Consider a binary modulation scheme where two basis functions are used

and the two elements of signal set are defined by (5.7). The observation vari-
able (5.25) has to be determined for both basis functions and the decision is
done in favor of bit ”1” if

zq
11

> zq
22

or zq
11

− zq
22

> 0 . (5.26)

The block diagram of binary averaged optimum noncoherent detector con-
structed from (5.25) and (5.26), is depicted in Fig. 5.6.

Clock signal

T
f = k/T, K1 ≤ k ≤ K2Harmonic oscillator:

Cosine Fourier base: cos
(

k 2π
T

t
)

b̂m

bit
Estimated

−π
2

−π
2

T
∫

0

· dt

T
∫

0

· dt

T
∫

0

· dt

T
∫

0

· dt

(·)2

(·)2

√
·

(·)2

(·)2

√
·

+

+

+

+

cos
(

kb
2π
T

t
)

γq

2kb

γq

1ka

∑

k

∑

k

−

+

zq
11

zq
22

Received
noisy
signal

r̃m(t)

cos
(

ka
2π
T

t
)

FIGURE 5.6

Block diagram of an averaged optimum noncoherent detector.

The block diagram shown in Fig. 5.6 is also valid for fixed waveform com-
munications. Consider a binary FSK modulation with signalling frequencies
f1 = ka/T and f2 = kb/T . In fixed waveform communications q has to be sup-

pressed and γq
nk =

√

2/T . The circuits included in dashed boxes in Fig. 5.6 are
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the quadrature equivalents of noncoherent matched filters [8]. Each of them is
matched to one of signalling frequencies, the upper and lower ones to f1 and
f2, respectively. Note, the block diagram depicted in Fig. 5.6 is the general-
ization of the optimum noncoherent receiver concept to the varying waveform
communications.

5.4.3 Autocorrelation detection algorithm

Binary DCSK/FM-DCSK uses two basis functions (5.8), the orthogonality of
gq
1
(t) and gq

2
(t) is assured by the first two Walsh functions. The spectra of gq

1
(t)

and gq
2
(t) are separated in the frequency domain, this separation is exploited

to derive the autocorrelation detection algorithm. Because the least amount of
a priori information is exploited in autocorrelation detector, it offers the worst
noise performance. To find the separation of spectra in frequency domain, the
Fourier coefficients of the two basis functions have to be determined.

Let TC = T/2 denote the chip duration. The Fourier series coefficients of
gqT,1(t) are obtained from (5.8) as

αq
1k =

2

T

∫ T

0

gqT,1(t) cos(k
2π

T
t)dt =

1

TC

∫ TC

0

cq(t) cos(k
2π

T
t)dt

+
1

TC

∫ T

TC

cq(t− TC) cos

[

k
2π

T
(t− TC + TC)

]

dt

where k 2π
T (TC − TC) has been added to the argument of second co-

sine function on the RHS. By introducing a new variable t̂= t − TC

in the second term of the RHS and using the trigonometric identity
cos(α+ β)= cos(α) cos(β) − sin(α) sin(β) we get

αq
1k =

1

TC

∫ TC

0

cq(t) cos(k
2π

T
t)dt+

cos(kπ)

TC

∫ TC

0

cq(t̂) cos(k
2π

T
t̂)dt̂

− sin(kπ)

TC

∫ TC

0

cq(t̂) sin(k
2π

T
t̂)dt̂.

Since sin(kπ)= 0 and cos(kπ)= (−1)k, k = 1, 2, · · · , we obtain

αq
1k =







2

TC

TC
∫

0

cq(t) cos(k 2π
T t)dt, for even k

0, for odd k .

(5.27)

In a similar manner we get

βq
1k =







2

TC

TC
∫

0

cq(t) sin(k 2π
T t)dt, for even k

0, for odd k .

(5.28)

The following essential conclusions may be drawn from (5.27) and (5.28):
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(i) the fundamental period of the Fourier series representation of g1(t) is equal
to the observation time period T , (ii) the spectrum of the first basis function
g1(t) has only even harmonic components.

Applying the same approach to the second base function, the Fourier co-
efficients of gT,2(t) are obtained as

αq
2k =







0, for even k

2

TC

TC
∫

0

cq(t) cos(k 2π
T t)dt, for odd k

(5.29)

and

βq
2k =







0, for even k

2

TC

TC
∫

0

cq(t) sin(k 2π
T t)dt, for odd k .

(5.30)

Note, the spectrum of second basis function g2(t) has only odd harmonic
components.

To verify (5.27)–(5.30), the spectrum of a modulated FM-DCSK signal
with bit duration T = 2 µs and 2B = 17 MHz was determined by computer
simulation. The center frequency of modulated FM-DCSK signal was 2.4 GHz.
Figure 5.7(a) and 5.7(b) show the spectrum when a pure bit “1” sequence
and a pure bit “0” sequence, respectively, were generated. As predicted, the
spectra of two FM-DCSK signals are fully separated in the frequency domain,
although they overlap each other. The two spectra may be interpreted as the
teeth of two combs fitted into one another.
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FIGURE 5.7

Spectrum of FM-DCSK signal with 1/T = 500 kHz when (a) a pure bit “1”
and (b) a pure bit “0” sequence is transmitted.

The autocorrelation detector is a noncoherent detector which exploits only
the separation of spectra of two basis functions in the frequency domain. Let
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γq
nk = 1 be set in (5.25) for that subspace in which the received energy has to

be determined. Then (5.25) can be rearranged as

2

T
(zqmn)

2
=

T

2

K2
∑

k=K1





[

2

T

∫ T

0

r̃qm(t) cos

(

k
2π

T
t

)

dt

]2

+

[

2

T

∫ T

0

r̃qm(t) sin

(

k
2π

T
t

)

dt

]2


 .

(5.31)

Substituting (5.11) into (5.31) and applying the Parseval theorem, the received
energy measured in the mth subspace is obtained as

2

T
(zqmn)

2
=

T

2

K2
∑

k=K1

[

(âqmk)
2
+
(

b̂qmk

)2
]

≡ E q
m . (5.32)

The FM-DCSK autocorrelation detector determines the received energy in
the “even” and “odd” subspaces defined by (5.27)–(5.28) and (5.29)–(5.30),
respectively, and makes the decision in favor of subspace, and bit, that collects
the larger amount of energy.

Let the energy measured in the even subspace calculated first. The even
subspace is defined by the first basis functions and is identified by m = 1.
According to (5.27)–(5.28), the energy components have to be collected along
the even harmonics in the received signal space, consequently,

γq
1k =

{

1, for even k
0, for odd k

has to be submitted into (5.25).
Consider the FM-DCSK modulation scheme here. The energy per bit is

kept constant by FM in FM-DCSK, consequently, the upper index q is sup-
pressed in the remaining part of this section. The energy measured in the even
subspace is obtained from (5.31) and (5.32) as

E1 =
TC

4

K̂2
∑

k̂=K̂1





[

2

TC

∫ TC

0

r̃m(t) cos(k̂
2π

TC
t)dt+

2

TC

∫ T

TC

r̃m(t) cos(k̂
2π

TC
t)dt

]2

+

[

2

TC

∫ TC

0

r̃m(t) sin(k̂
2π

TC
t)dt+

2

TC

∫ T

TC

r̃m(t) sin(k̂
2π

TC
t)dt

]2




(5.33)

where TC = T/2 has been substituted and each integral in (5.31) has been
decomposed into two parts, first the reference then the information bearing
parts of received signal are integrated. Since k is even for bit “1,” k̂ is a positive
integer.
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To have only one observation time period, i.e., the simplest detector con-
figuration, each integral in (5.33) should be evaluated from TC to T .

Let a new variable t̂= t + TC be introduced. Since cos[k̂ 2π
TC

(t̂ − TC)]

= cos(k̂ 2π
TC

t̂− 2πk̂) = cos(k̂ 2π
TC

t̂), the first term in (5.33) becomes

2

TC

∫ TC

0

r̃m(t) cos(k̂
2π

TC
t)dt =

2

TC

∫ T

TC

r̃m(t̂− TC) cos(k̂
2π

TC
t̂)dt̂ . (5.34)

In a similar manner, the third term in (5.33) may be written as

2

TC

∫ TC

0

r̃m(t) sin(k̂
2π

TC
t)dt =

2

TC

∫ T

TC

r̃m(t̂− TC) sin(k̂
2π

TC
t̂)dt̂ . (5.35)

Substituting (5.34) and (5.35) into (5.33) and introducing t = t̂ as a new
variable we get

E1 =
TC

4

K̂2
∑

k̂=K̂1





[

2

TC

∫ T

TC

r̃m(t− TC) cos(k̂
2π

TC
t)dt+

2

TC

∫ T

TC

r̃m(t) cos(k̂
2π

TC
t)dt

]2

+

[

2

TC

∫ T

TC

r̃m(t− TC) sin(k̂
2π

TC
t)dt+

2

TC

∫ T

TC

r̃m(t) sin(k̂
2π

TC
t)dt

]2


 .

(5.36)

Recall, the received signal space is discrete Hilbert space where every signal
is represented by its periodic equivalent. The FM-DCSK signal is constructed
from two chips, the first and second ones are referred to as reference and
information bearing chips, respectively. These two chips are identified by “R”
and “I” in Fig. 5.8(a).

The expression in the bracket on the RHS of (5.36) can be interpreted as
follows: the second and forth terms give the Fourier series coefficients of the
information bearing chip, while the first and third terms define those of the
delayed reference chip. These two chips are depicted in Fig. 5.8(b).

Figure 5.8(b) shows the delayed reference and information bearing chips
represented in the even subspace, a discrete Hilbert space. Similarly to (5.9),
the two chips are substituted by periodic ones where the two chips and their
periodic equivalents are identical in the time period of Tc ≤ t < T , in the
time interval in which the integrals in (5.36) are evaluated. Note, the period
time is equal to TC and not T in the even subspace. To avoid confusion, the
reference and information bearing chips are plotted only in the time period of
Tc ≤ t < T in Fig. 5.8(b) and the periodicity of signals is marked by dots.

Let âR,del

1k̂
and b̂R,del

1k̂
denote the estimated Fourier series coefficients of

the delayed reference r̃RTC ,m(t − TC) and let âI
1k̂

and b̂I
1k̂

define those of the
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I
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TC T0

t

r̃m(t) ≈
√
Ebgm(t)
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TC ,m

(t)
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FIGURE 5.8

Structure of received FM-DCSK signal: (a) in its original form and (b) its
equivalent represented in the even discrete subspace after time shifting.

information bearing r̃ITC ,m(t) chips. Then from (5.36) we obtain

E1 =
TC

4

K̂2
∑

k̂=K̂1

[

(

âR,del

1k̂
+ âI

1k̂

)2

+
(

b̂R,del

1k̂
+ b̂I

1k̂

)2
]

. (5.37)

The signals r̃RTC ,m(t− TC) and r̃ITC ,m(t) are periodic signals with a period
time of TC . The Parseval’s identity expresses the relationship between the av-
erage power of a periodic signal and its Fourier series coefficients. The received
signal is an RF bandpass signal, consequently, it has a zero DC component.
Exploiting the Parseval’s identity, (5.37) can be interpreted as follows:

• RHS of (5.37) shows that the sum of two RF bandpass periodic signals
with the same periodicity TC has to be considered in the time domain;

• the two bandpass signals are the delayed reference and the information
bearing chips of received signal as depicted in Fig. 5.8(b).

Based on these observations, (5.37) can be reformulated as

E1 =
1

2

∫ T

TC

[

r̃RTC ,m(t− TC) + r̃ITC ,m(t)
]2

dt .

The limits of integration show that the detector observes the received signal
only in the time period of Tc ≤ t < T . Note, the delayed reference and the
information bearing chips are equal to r̃RTC ,m(t − TC) and r̃ITC ,m(t), respec-
tively, in this time interval. Hence, the energy received in the even subspace
is obtained as

E1 =
1

2

∫ T

TC

[r̃m(t− TC) + r̃m(t)]2 dt . (5.38)

When a bit “0” is transmitted then, according to (5.29) and (5.30), the
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transmitted energy occupies only the odd subspace. Applying the steps dis-
cussed above, the energy received in the odd subspace is obtained as

E2 =
1

2

∫ T

TC

[−r̃m(t− TC) + r̃m(t)]
2
dt . (5.39)

The decision is done in favor of bit “1” if

E1 > E2 or E1 − E2 > 0 . (5.40)

In FM-DCSK TC = T/2. Substituting (5.38) and (5.39) into (5.40), the
autocorrelation detection algorithm is obtained. The decision is done in favor
of bit “1” if

∫ T

T/2

r̃m(t− T/2)r̃m(t)dt > 0 . (5.41)

The block diagram of autocorrelation detector constructed from (5.41) is
shown in Fig. 5.9. Note, the autocorrelation detector determines the sign of
correlation measured between the reference and information bearing chips,
and the decision is done according to the sign of correlation. The only a priori
information exploited by the detector is the sign of correlation. Because of
the minimum amount of a priori information exploited, the autocorrelation
detector has the worse noise performance [11].

∫ T

T/2
· dt

Delay

T/2

r̃m(t)

Received noisy signal Estimated bit

b̂m

Em

FIGURE 5.9

Block diagram of autocorrelation detector.

5.5 Implementation of a Microwave FM-DCSK System

Although a lot of materials have been published on chaotic communica-
tions systems, each of them uses only computer simulations to verify the
results derived and the feasibility of chaos-based communications. The rea-
son is very simple, the modulation schemes and demodulation algorithms re-
quired in chaotic communications are completely different from those used
in conventional communications, hence, the integrated circuits developed for
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conventional radio communications cannot be used to implement a chaotic
transceiver.

The advent of SDE has made the implementation of chaotic communica-
tion systems easy and possible. In the SDE approach (i) the entire transceiver
is implemented in baseband and (ii) a universal RF hardware device is used to
reconstruct the analog microwave/RF signal from its complex envelope and to
extract the complex envelope from the received microwave/RF signal at the
transmitter and receiver, respectively.

Bandpass microwave/RF signals are used in radio communications where,
typically, the center frequency of modulated signal is much greater than its
bandwidth. These signals can be fully represented without any distortion in
BB by their complex envelopes [8]. The complex envelope is a complex-valued
signal, its real and imaginary parts are referred to as the I/Q components of
BB signals. The I/Q components are lowpass signals and their bandwidth is
equal to the half of the bandwidth of RF bandpass signal. Hence, the sampling
frequency required to process the BB signal is determined by the bandwidth
of bandpass RF signal. The center frequency of RF bandpass signal has no
influence on the required sampling rate, hence, the complex envelope concept
assures the minimum sampling rate required.

The lowpass complex envelopes, i.e., the BB equivalent signals, are digi-
tized and processed by a host computer or FPGA and the entire transceiver
is implemented in SW.

This technology is used here to demonstrate the feasibility of an FM-DCSK
microwave radio transceiver. The details of SDE approach and the derivation
of BB equivalents are not discussed here, for details refer to [15].

5.5.1 HW platform of implementation: The USRP device

The Universal Software Radio Peripheral (USRP) device [2] is a computer-
hosted hardware platform developed for the implementation of software de-
fined radio or low-accuracy virtual instrumentation. Each USRP device in-
cludes a receive and a transmit block. These blocks are used to generate the
BB signals from the received RF one in the receive block and to reconstruct
the RF bandpass signal from its BB equivalent in the transmit block. The
USRP device performs all the waveform-specific signal processing tasks (such
as modulation and demodulation) in BB on a host-computer while all the
general purpose operations requiring high-speed data processing (such as in-
terpolation and decimation) are carried out on an FPGA available on the
main board of USRP device [15].

5.5.2 Software platform for accessing the USRP device

LabVIEW [1] is a data-flow type graphical programming software environment
used to get access to the USRP device. It offers a graphical user interface and
an icon-based graphical code development environment referred to as “Front



Basics of Communications Using Chaos 25

Panel” and “Block Diagram,” respectively. LabVIEW platform provides icons
to perform any kinds of signal processing tasks, data acquisition, even remote
control of stand alone equipment.

The USRP device implements the physical layer in the OSI basic reference
model, consequently, it has to offer two kinds of services for the host-computer:
(i) USRP management service to set the USRP parameters such as receiver
gain, carrier frequency, transmitted power, etc., and (ii) USRP data service to
transfer the BB signal components. The former can be done via the configura-
tion icons, while the latter is performed by the “Fetch I/Q Data” icon for the
receive operation and “Write I/Q Data” icon for the transmit operation. The
software implementation of the receive control chain is depicted in Fig. 5.10
where each icon is identified by its function shown above the icon.

FIGURE 5.10

Complete control chain of the USRP device in receive mode.

The USRP devices are connected to the host computer via a Gigabit Eth-
ernet interface and are identified by their IP addresses entered via the “Device
Address” icon. This icon also opens the session with the USRP device. Then
the following USRP parameters are entered via the “Configuration” icon:

• Rx Sampling Rate [s/sec]: Sample rate applied to the BB waveforms.

• Rx Frequency [Hz]: Assigns the RF center frequency.

• Rx Gain [dB]: Specifies the gain of RF amplifiers.

• Rx Antenna: Selects the transceiver configuration (duplex or simplex).

The USRP device keeps these parameters under control. If a desired combi-
nation of parameters is not allowed then the USRP device selects the closest
parameter set available. These actual, referred to as “Coerced” parameters
are returned by the “Configuration” icon. The “Fetch I/Q Data” icon uploads
the digitized BB signal from the USRP device to the host-computer. It is also
used to select the number of BB samples to be uploaded. Note, using the OSI
terminology, this icon provides the access point to the I/Q components of BB
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equivalent of received RF bandpass signal. Finally, the “Close Session” icon
terminates the session with the USRP device.

5.5.3 Measured spectra of FM-DCSK signals

Recall, the spectra of an FM-DCSK signal carrying pure bit “1” and “0”
sequences are completely separated in the frequency domain. The theoretical
results concluded in (5.27)–(5.30) have been verified in Sec. 5.4.3 by computer
simulations. The results of simulations are shown in Fig. 5.7.

To verify the results of theoretical investigations and the feasibility of
chaotic radio communications by measurements , an FM-DCSK transceiver
with an autocorrelation detector have been implemented using the USRP
HW and LabVIEW SW platforms. The center frequency and data rate of
implemented FM-DCSK radio system are 2.4 GHz and 500 kHz, respectively.

Figures 5.11(a) and 5.11(b) shows the spectra measured with a stand-alone
microwave spectrum analyzer. The analyzer settings are shown in the figures.
As expected from the theory, the spectra belonging to the pure bit “1” and
“0” sequences are fully separated.

(a) (b)

FIGURE 5.11

Measured spectra of an 2.4-GHz FM-DCSK signal when (a) a pure bit ”1”
and (b) a pure bit ”0” sequence is transmitted. The data rate is 500 kHz.

5.5.4 2.4-GHz FM-DCSK transceiver

The Front Panel of the implemented 2.4-GHz FM-DCSK transceiver is shown
in Fig. 5.12. The configuration parameters of the USRP device are entered
and the coerced parameter values are returned on the left side of the Front
Panel. The bit duration T is also entered on the left subpanel.

The top left and right figures show I/Q components of BB signal in the
time domain and the spectrum of BB signal when a random bit stream is
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FIGURE 5.12

Front panel of the implemented FM-DCSK receiver.

received. The left figure in the bottom shows the observation signal generated
by the autocorrelation detector. This signal, denoted by Em in Fig. 5.9, is used
by the timing recovery and decision algorithms to perform the demodulation.

The RF bandwidth of FM-DCSK signal, set to 17 MHz, is determined by
the chaotic signal generator implemented by a Bernoulli map and by the FM
modulator [9].

The bottom right plot shows the estimated, i.e., the demodulated bit
stream which is denoted by b̂m in Fig. 5.9. The received bit stream is vi-
sualized on the right side of the Front Panel.

The autocorrelation detector of Fig. 5.9 has been derived for the reception
of a single isolated bit. To avoid InterSymbol Interference (ISI) the 2.4-GHz
FM-DCSK receiver has been designed in such a way that the Nyquist ISI
criterion is satisfied [8].

5.6 Conclusions

The waveform communications concept establishes a common framework for
the description of any digital modulation scheme using either sinusoidal,
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chaotic or random carriers. In waveform communications every symbol to
be transmitted is mapped into an analog waveform of finite duration.

The most important feature of chaotic communications is that the trans-
mitted signal is never periodic, instead, it is continuously varying even if the
same symbol is transmitted repeatedly.

Transmitted waveforms are constructed from basis functions. Unfortu-
nately, chaotic basis functions are orthonormal only in mean. This leads to
the auto- and cross-correlation estimation problems which, if not prevented,
corrupt the BER performance of the chaotic communications system.

Chaotic signals have no amplitude, frequency or phase, consequently, the
conventional modulation schemes cannot be used. The most popular chaotic
modulation schemes are CSK, DCSK and FM-DCSK. Among them the FM-
DCSK offers the best BER performance.

The mathematical framework that makes the derivation of detection al-
gorithms possible is the received signal space which is a finite dimensional
Hilbert space. Both the a priori information and the received signal are pro-
jected into the received signal space and the decision is done in favor of symbol
that is the closest to the received signal.

To show the applicability of the theory developed, the derivation of coher-
ent, averaged optimum noncoherent and autocorrelation detection algorithms
and detector configurations have been shown.

Note, going from coherent detection algorithm to the autocorrelation one
there is a continuous loss in a priori information exploited. The ability of a
detector to suppress noise and interference depends on the amount of a pri-
ori information available and exploited by the detection algorithm. Hence, if
only the noise performance and interference rejection capability are consid-
ered then the coherent and autocorrelation detectors offer the best and worst,
respectively, system performance.

To verify the feasibility of chaotic communications, an FM-DCSK radio
link operating in the 2.4-GHz ISM band has been implemented using the SDE
approach. In the SDE approach each RF signal processing block including the
modulator and demodulator is implemented in software and in the baseband,
and a universal hardware device referred to as USRP is used to convert the
signals between the RF domain and baseband.
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