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ABSTRACT

Small improvements to the iteration
procedure of the IEEE Sandad 12412001
are suggested, and exension d the standard
MATLAB program implementing the sine
wave test is discused. The program is
compatible with the LabView program
already annourted, and in aher working
modes offers exensions, too.
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INTRODUCTION

Unfortunately, no standard can ded with all
details of the @awciated cdculation
procedures. This is espeddly true for
iterative procedures. Starting values, stop
criteria, numericd details can differ from
implementation to implementation, and can
cause different results in  different
implementations even when processng the
same data. This causes gedal problems.

The IEEE standard on ADC testing [1]
defines the way how to make areasonable
sine fit to the measured data in a sine wave
test. However, the so-cdled four parameter
fitting, described in detal in this gandard
(Sedion 4.1.4.3), is not fully defined. This
procedure is of iterative nature, therefore
circumstances like starting vaues, way of
cdculation, stop criteria, etc. neal to be
exadly defined. While the reaursive steps are
predsely described in the standard the stop

criterion of the iteration is not spedfied at all,
and the setting of the starting value is not
uniquely spedfied. However, we think that
internationally reproducible results can only
be adieved if these details are uniquely
defined. Therefore, we need to move in the
diredion of more predsely fixing these
algorithms — either in the standard, or is
some asociated document..

DISCUSSION

In the mathematicd literature, these detail s of
iterative numericd methods are extensively
discused. Therefore, it is possble to use
these to exadly define the details of our
algorithm.

Sarting values

Setting of the starting value is described in
the standard as “Make an initial estimate of
the angular frequency wy of the recorded
data. The frequency may be estimated by
using a DFT (either on the full record or a
portion of it), or by counting zero crossngs,
or smply by using the @gplied input
frequency.” While this is corred from
scientific viewpoint, leaving a doice to the
user can hinder international reproducibility
even on the same data. As[3] points out, for
short records even convergence ca change
with the setting of the starting values,
espedaly when the phase of the sine wave
takes cetain values. Also, convergence
speal may depend on proper setting of the
starting values. By default, the procedure
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needs to have & least one default way of
cdculation.

Calculation method

The standard number representation for
scientific  cdculations is |IEEE double
predsion, like in MATLAB. However, even
using this, the epresson (4.1.4.3.6) is
numericaly inefficient, and impredse. Instead

of the cdculation of x =(D'D,)"(Dy),
one nedls to use rather matrix fadorizaion
agorithms to solve y =D, x .[10] The result

is theoreticdly the same, however, in
extreme caes the explicit solution may give
erroneous results while the numericd
solution still works.

Sop criterion

An iterative dgorithm neals to perform a
finite number of iterations. The problem isin
general that the number of necessry
iterations depends on the nature of data, so it
cannot be given in advance. If we observe the
change in the st function, and the limit of
change is st too high, the aror will still be
too large & the end, while if the limit of
change is too low, we waste our time on
uselessiterations.

IMPROVEMENT OF THE STARTING
VALUES

Although IEEEL241 requires that at least 4
periods of the sine wave should be sampled,
and this is usualy enough to avoid getting
into locd minima, it can be made possble
that the dgorithm works well even when the
record length is lessthan 4 periods. The key
isto find agood starting frequency value.

By using DFT, we know the frequency
with acaracy 1/(2MAt), that is, haf of the
bin width, with At being the sampling time,
and M the number of samples. In order to
improve frequency acaracy, we can use
interpolated DFT (IpDFT) [11].

If no windowing is used, an exad
equation is known to interpolate the
frequency:

f=(L+3)[Mf =AM 0<o<1. (1)

The dgorithm is as follows. The DFT of the
time series is taken, and the maximum and its
larger neighbor are seleded, where
OSL<M.

X(L)=U_+jVv,
X(L+)=U_,+}V ,
Then,
)= arccos@zz cosf(L +1)) - Z, cos(nL) 1(2)
Z,-Z,
with

Z, :VLEME*UL 3
sin(nL)

_ QKON -cosf(L +1)) 4
= VL”H sin(n(L +1)) Ui @

_(sin(nL))(V,,, =V, ) +(cosL))U ,, -U )

K =
o UL+1_UL

()

where n=2m/M .

By using IpDFT to determine the sart
frequency, a significantly better result can be
found than by DTF, as own in Fig. 1.
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Fig. 1 —Therms error of the threeparameter algorithm (in
LSB) as afunction of the gplied frequency value (shown
asrelated to the nominal value). £,=0.020773;,, M=70
points, no noise.

o The frequency estimated by DFT
A The freguency estimated by IpDFT
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By using f;=0.020773; a sine frequency and
n=70 points, the four parameter fit to the sine
wave

y =sin(27* 0.020773[1:70]);  (6)

is bad when using DFT to estimate initial
frequency, but when using IpDFT a good
result is determined. With DFT we get to a
locd minimum at: f;=0.042293,, while by
IpDFT we get to the global minimum with
the true f;. Thisisillustrated by the program,
non-convergence in compatible mode, and
convergence in standard mode (with [pFFT).
These data ae available for comparison on
the Internet [12].

In generd, it is true that when having
more than 4 periods of a sine wave, it can be
recommended but it is not necessry to use
IpDFT. If using IpDFT, it's ssmewhat more
probable that we get to the global minimum.

ANALYSIS OF FREQUENCY
PRECISION

An interesting question in four parameter
fitting is the following: how many iterations
are nealed, and how acarately the result
need to be displayed (non-significant digits
should not be shown). The measured sine
wave is impredse, becaise of observation
noise, quantizaon moise, parameter
inacawrades, etc. In this case the st
function analysis would be too difficult, so it
needs smplificaion. We analyze here only
the dfea of frequency inacarracgy.

The four parameter least squares fit
to a sine wave minimizes the following sum
(cost function) of the squared dfferences

e= z y, — Altogwt, )- BSin(wt, )- C)- (7
Asaume that the arors gem only from the
inaccurately given frequency:

e= Zr -z (AGin(wt, )- ABin(w+Aw)t )

)
Utilize the next relationship:

o M
Irzdt:er ¢ where ar=KT
0 n= M

Sufficiently close to the minimum, we exped
that the st function can be well
approximated by a quadratic form, which can
be written as (see gopendix):

= iT(ABsin(w [)- Asin(w +Aw)d) dt

_20Ak Or)* (M wg )
3 Ow O

Thermserror is

M
erms = i rn2 :\/zm[km&E(lo)
M £ 3 Ow €

If we prescribe that the rms error is snaller
than half of the standard deviation of the
quantizer error:
Sals
N
<050, =0552_"0,

e
rms \/E
where N is the number of digitized bits, we

obtain

Lo V2

w kOreN
Figure 2 ill ustrates this relationship.
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Fig. 2 Allowable relative frequency error as a function of
the number of bits

Some numericd examples:
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e if the number of bits is N=8,

Aw <4410, so we neal 5 dgits,
3]

e if the number of bits is N=20,

Aw 1.070107, so we neal 8 dgits.

w

CONSEQUENCES OF PRECISION TO
THE PROGRAM

We implemented our results (starting values,
numerica methods and stop criteria) in the
standard MATLAB software padkage [5]. In
addition to the working mode which is fully
compatible with the present LABVIEW one
[6], in other working modes we made use of
the aove results. These do not significantly
change the working of the program, but
allow improved usabili ty.

When we know the required predsion of
catan quantitiess, we can use this
information in two ways.

» the stop criterion can ke set acwording
to this,

» the displaying of the cdculated values
can be shown up to the last significant
digit only.

CONCLUSIONS

Extensons have been suggested for the
definition of the iterative procedure, for
starting values (based on the Interpolated
FFT), numericd methods (based on matrix
fadorizaions), and stop criteria (we suggest
making use of the bit number of the ADC to
predsely set the limits). These can be used as
default solutions, and extensions which work
even more reliably under cetan
circumstances than previoudy define.

In addtion, we have developed
expressons for the variance of the parameter
estimation procedures, and their effed to the
effedive bit number. The program is
available viathe internet [5].
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APPENDIX: ANALYSISOF THE EFFECT OF FREQUENCY MISKFIT
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